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Student Learning Outcome

@ Select an appropriate experimental design with one or more factors,
@ Select an appropriate model with one or more factors,

@ Evaluate statistical analyses of experimental designs,

@ Assess the model adequacy of any experimental design, and

@ Interpret model results.
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Module Learning Outcome

Describe linear regression.

Resources for the Week 12, Module A micro-lecture are:

@ Week 12, Module A Micro-lecture
@ Week 12, Module A Marked Notes
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Introduction to Linear Regression

@ We are interested in a relationship between a single dependent variable
or response y that depends on k independent or regressor variables.

@ We assume that there is some mathematical function

y = ¢(x1,x2,...,xk). In general, we don’t know this function
:’ /)(” Yl)"'JX‘k ] . . . .
o We'll use Tow 'ordér pdlynomial equations as an approximating function.

This is called empirical modeling.

@ What are methods that we can determine if there is a relationship
between two (or more) variables?

e 5/13
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Relationship between two or more variables

Example 12.8 Suppose that a scientist takes experimental data on the radius
of a propellant grain Y as a function of powder temperature x,, extrusion rate

X,, and die temperature x;. Fit a linear regression model for predicting grain
radius, and determine the effectiveness of each variable in the model. The data
are as follows:

x Xa X
>/ Powder Extrusion Die
Grain radius temperature rate temperature
82 150 (—1) 12.(~1) 220(-1)
% 93 190 (1) 12:(~1) 220(—-1)
Y 114 150 (—1) 24 (1) 220(-1)
/} 124 150 (-1) 12(-1) 250 (1)
111 190 (1) 24 (1) 220(-1)
129 190 (1) 12/(=1) 250 (1)
157 150 (—1) 24 (1) 250 (1)
164 190 (1) 24 (1) 250 (1)

Figure 1: Example 12.8
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Week 12, Module A Page 7



MANE 6313 Week 12, Module A

Linear regression models p\%(/
@ In general they look like QuQQ’C{J
\\nes”
y = Bo + Bix1 + Boxo + W + Braxixe + €
—— . \
@ This model is linear in the parameters [3 ~ M*PMO‘L
X
(}4.7. Za
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@ See graphical explanation from Ott.
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FIGURE 11.2

Theoretical distribution of y
in regression
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E(y)=1.5+25x
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Estimation of Parameters

@ Parameter estimates are derived using least squares. Goal is to
minimize the squared error.
@ In general, the matrix formulation is used. Model is defined to be
4 z ug:»bu}
y=XB3+¢ >/ & ave
(\
@ The least squares estimates are found by mn?(mlzmg

L=)lel=de= (=X (y - X5

@ The least squares estimates must satisfy

L .
2_15"3 = —2X'y + 2X'X5 =0

@ Which leads to the solution

B = (X'X)"'X'y
I 9/13
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@ We can define the predicted response to bg A M Y
G
y=Xp
@ The residuals are defined to be
e=y-y
@ Thus the sum of squares errors can be shown to be
SSe = (y—XB)(y—Xp)

= yy — B'X'y

N 10/13
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Matrix Formulation Example

Makiy Mokdion ﬁ_\> L‘ V“”"‘”)

XLX;O

Ly :.;é x= [ixintin] {; o
12 1 Ife 2 & o
Y | 55 24 230
157 /52 |2 2se
16y I 196 24 230
I 1je 12 Ase
%‘V Y, I is6 24 256
v 7 5 |} e 2 252
:.Gzi{lrl Rfﬂmm.’:;f-;‘:v . nteog , ave-237
) I T , G F 7
ci= [ -1 -1 =
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Coding Variables

@ From the example, there were two ways to represent the same problem,
coded and uncoded
@ Why use coded variables?
o Computational ease and increased accuracy in estimating the model
coefficients
e Enhanced interpretability of the coefficient estimates in the model.

@ Internally most statistical software codes for estimating parameters

?Khuri, and Cornell (1987). Response Surfaces: Designs and Analyses. Dekker
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Boxplot of radius
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Boxplot of radius
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Boxplot of radius
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Matrix Plot of radius, x1, x2, x3
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