Printout

Sunday, August 29, 2021 12:55 PM

Week 2, Module F Page 1



MANE 6313

Section 1

MANE 6313

I /1

Week 2, Module F Page 2



RIS  \Week 2, Module F

Subsection 1

Week 2, Module F

I 2/

Week 2, Module F Page 3



RIS  \Week 2, Module F

Student Learning Outcome

Analyze simple comparative experiments and experiments with a
single factor.
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Module Learning Outcome

Select correct two sample test of hypothesis.
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Inference for Two Population

.
Inference on variances; /‘/m;;_;d data

Use F procedure 4=

analysis,  procedure
Assumes independent samples
From two normal distributions Assumes differences are
Normally distribut
T I i
& ok O°F

Week 2, Module F Page 6

2ol \/a/ 1G R

approximate ¢

procedure

The confidence values are

Ml anmwavimatale caticfad

Use Z procedure

Assumes data is normally
Distributed or Central Limit
Theorem applies

e YS% NS

AI—AL~J\

Use t procedure
With pooled error
estimate

Assumes independent samples
From two normal distributions
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Table 2.41

m TABLE 2.4

Tests on Means with Variance Known

Fixed Significance Level

Hypothesis Test Statistic Criteria for Rejection P-Value
Hyip =y
H|:.“ # Uy IZIJJ > Z';J.Q P=2[l _Q(Izni)l
Hi]ii‘:»“u ) F—H” ) ) ‘
Hyip < p Zy= /_\/— Z,<-Z, P=oZ)
o/\/n
Hy:p = py
Hyp>p,~ Zy>2Z, P=1-®(Z)
Hyipy =y e{/
Huy # 1y 9 ’é"’@ (’Q %‘ L% 1Zy] > Z. P=2[1-®(Z,)]
H,p, =u - -
“, ! 2 Yi—=» . -
Hip < my Z,= 4, <-Z, P =07
o %
— + —_
nom
Hyipy =y
Hip > Z,>Z, P=1-®(Z)

'Montgomery (2017). Design and Analysis of Experiments, 9th edition. John Wiley &

Sons.
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Table 2.52

m TABLE 2.5
Tests on Means of Normal Distributions, Variance Unknown

Fixed Significance Level

Hypothesis Test Statistic Criteria for Rejection P-Value
Hyp=p, sum of the probability
Hip#p, 1yl > 8,121 above f, and below —t,
Hy:p = p, -

y— -

Hiu < p, I, = 5,1\;‘2 y < =lypy probability below ¢,

Hyip =y, "

Hiu> y, >t probability above t,

P R
19 =%, mbnown—

Hypy = p, - -

Hiip #py = b/ Il >, sum of the probability
1 + 1 —_— above £, and below —t,
noon

v=n +n,-2
if o} # 03
H, M, = —
oM =y - = .
H Yi—» n)(h/""%

My < [, = ———— <=t robability below 1
1+H) 2 ) 75 OW v.l;‘{‘/ ) ) p Y 0
L4 2
oy o A ~
82\ . (0¥
- I 2 ‘
HLI'»“l = Uy —+ =

noony

2 (2 n 2 probability above
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Table 2.83

m TABLE 2.8
Tests on Variances of Normal Distributions

Fixed Significance Level

Hypothesis Test Statistic Criteria for Rejection
ej
.2 2 2 2
Hy:o" =0o} Xy > Xapop-y OF
Hl .0_2 % U"‘: fﬁ < x%-uﬁ.ﬂ-—l
s 2 2
H,:0* =0} 5 _ (=18 X < Xicgpe
v 2 2 (U 2
H,:o* <o} o,
L2 2
Hy:o" =0
H,:o? :»c}'f,I X§> Iﬁ.n—l
SQ
N S 7 =
H”-O'] =0, 0% l‘c“ = F FU > Fr:ﬁm-l,u:&i or
L2 2 92 ; ;
H,:o} # o] §<) i Fy< r|—a;3.n.-|.u;-1
§
B R ’ 2 3
HU.UI = 0'2 « Fn = E J!Il > E:.ﬂ;—l.n.—l
H,:0} <0} B
53
H,:o? = ¢’ F o=t F >F
[ | 2 0 22 0 any=lny—1
H, :0'12 > gl 2

*Montgomery (2017). Design and Analysis of Experiments, 9th edition. John Wiley &

Sons.
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Summary of Two-Sample Hypothesis-Testing Procedures

Hyipty— i # A 121> Zasz Vuu_uﬂz._

Hy:pty =y = A,
o and 63 known

Hyipy =y > Ay 0> Probability above z,
P=l-®(z)
Hiip—ps <4y U<y Probability below z,
P=d(z)
2 Hotpy =Hy = Ag AR Bt et Hyiphy = # A 1> tarmums2 d=lA-4l 120
o} =03 unknown & Lk Hyipy~4a > 8 o> lonem2 d=(A-80)20
n,
N Hily =<8 to<Tumunes Probability below 1, d=(Ag-8)/20
where & =, ~
3 Hytpy —ps =4, Hip—ps2 A [[AET™ vw_“a_oshaﬁﬁ!_zw _ i
Pt i ¢ 11,
6} # 07 unknown Hyp - > 4 t0>1a, S robabilty sbove 34
Hypy—pa<ay <=t Probability below 1, 4
4 Paired data Hyipe 20 o1 > tariney Sum of the probability 34
P Hyipp=0 above I 1| and below ~ 11,1
Hi:p >0 [P . Probability above ¢, 34
Hi:p,<0 Uy <—loui Probability below 1, 34
5 Hy:0] =0} AT H:ol # a3 fo> farim-im-1 See text Section 10-5.2 A=alo;
or
H:0{ >0} fo < fi-anm-im1 r=al0;
fo> fam-imt
6. Ho:p=p: Hip#p: 1201> 202 P=21-(z)] 34
Hep>p 0> Probability above z, 14
P=1-0z)
Z <~ Probability below z, L)
P=d(z)
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Summary of Two-Sample Confidence Interval Procedures
B NG v o e CESAE
BERS -, o ERcuaiit s e

I Difference in two means j, and s, -5

variances 7 and o3 known SH-H
n
|2 Difference in means of two normal =% M T3
distributions i, - ;, variances BB oty |t <p
W m

o = o3 and unknown

O
where s, = |=—— —

men, -2

3. Difference in means of two normal T -
distributions i, =z, variances
o; # 03 and unknown

4. Difference in means of two normal d
distributions for paired samples
Ho =Hi— |y

5. Ratio of the variances o /o7 of two
normal distributions 5

6. Difference in two proportions of two e
binominal parameters p, — px

Montgomery & Runger
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