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(RISl \Week 12, Module C

Student Learning Outcome

@ Select an appropriate experimental design with one or more factors,
@ Select an appropriate model with one or more factors,

@ Evaluate statistical analyses of experimental designs,

@ Assess the model adequacy of any experimental design, and

@ Interpret model results.
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Module Learning Outcome

Explaining inference for linear regression models.

Q. Spekee
Tesby @ﬁaf)«,./\
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MANE 6313 Week 12, Module C

Tests on Individual Regression Coefficients

@ We cantest Hyp: 8j =0 vs. H;: 3; #0

)

B

5 ~ th—k-1
\V°Cj

where Cj; is the (jj)th element of (X/X)~1
| ek
@ or equivalently J
v

b, 5¢ < ® e Vo<
x— ™~ tpg—1
se(5;)
e If Hy: B; = 0 is not rejected, we can remove the variable x; from the
model
V= 5/14
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MANE 6313 Week 12, Module C

Example Problem 12.8

27 - {r}

28 ex12_8.model <- lm(GrainRudtus--Pomﬁ:rTerrp'ExtruswmDieTemp,data-—ele_S.df}
29 summary(ex12_8.model)

30 -

Call:
Im(formula = GrainRadius ~ PowderTemp + Extrusion + DieTemp,
data = ex12_8.df)

Residuals:
1 2 3 4 5 6 7 8
-0.75 5.25 1.75 -2.25 -6.25 -2.25 1.25 3.25 e
N

Coefficients: "\ v/’
Estimate Std. Error t value Pr(>Itl) < ‘d I\ o
outric ol Sk

(Intercept) -284.50000 30.77729 -9.244 0.000761 ***
PowderTemp 9.12500 0.08501 1.47@ @.215398 #‘7
Extrusion 2.45833 0.28336 B8.676 0.000972 *** €5- .
DieTemp 1.45000 0.11335 12.793 0.000215 *** 9.9 MF"

P

Signif. codes: @ ‘***' 0.001 ‘**’' 0.01 ‘*' @.05 *." 0.1 * ' 1

Residual standard error: 4.809 on 4 degrees of freedom
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C.1. on the Individual Regression Coefficients

@ Straightforward to construct

A

Bi — B

@ A 100(1 — )% confidence interval for f3; is

Bi — ta/2,n—p\/ 626}}' < B < B+ to/2,n—p V &2&5_

@ or equivalently

~tnp j=0,1,2,... k

B = taja,n-pse(B)) < B < Bj + taja,n-pse(3))

—_— y

| i
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MANE 6313 Week 12, Module C

R: confint() Function

confint: Confidence Intervals for Model Parameters

Description

Computes confidence intervals for one or more parameters in a fitted model. There is a default and a method for objects inheriting from class * *1a""

Usage

Arguments

object

parm

level

T

a fitted model object.

a specification of which parameters are to be given confidence intervals, either a vector of numbers or a vector of names, If

missing. all parameters are considered.

the confidence level required

additional argument(s) for methods

Fiﬁure 2: confint() Documentation
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MANE 6313 Week 12, Module C

Example 12.8 Confidence Interval on Parameters

6l ~ {r}
62 confint(ex12_8.model,level«0.95) hl

2 G5t conlichae i
sﬁ( AR 97.5 %

w” ¢'(1ntercept) -369.9514640 -199.0485360

{
Ry owderTemp  -0.1110234  0.3610234
' 1.6715888  3.2450778

§ Extrusion
\\5‘ }meremp 1.1353022  1.7646978
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C.l. on the Mean response

@ We can find a confidence interval on the mean response at a point

Xy = [1, X015 X025 - - - s Xx0k]-
@ Note that

fy|xo = Do + Bixo1 + Paxo2 + - - - + BiXok
$(x0) = Xof
@ The variance of y(xgq) is
V [7(x0)] = o?xp(X'X) *xo

e A 100(1 — «)% confidence interval for the mean response is

§(%0) — tajon—py/ 825 (XX)1xg

< Hy|xo < j\/(xﬂ) + fcx/2,n—p\/6'2XI[](XJ'X)_1XO
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Prediction Intervals

@ We can use the regression equation to predict values at points other
than those in the design matrix. In general, we only want to
interpolate; not extrapolate

@ Consider the point x} = [1, Xo1, X02;, - - - » Xx0k]. A point estimate for y is

9(x0) = x3

@ A 100(1 — )% prediction interval for this observation is

§(x0) — tajon—p\/F2(L + xp(X'X)~1xq)

< yo < P(%0) + tuyz,n-py/62(1 + xp(X'X)"1x0)

@ Most packages will perform this function for you.

11/14
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MANE 6313 Week 12, Module C

R: predict.Im() Function

Source: https://www.rdocumentation.org/packages/stats/versions/3.6.2/
topics/predict.Im

predict.Im: Predict method for Linear Model Fits

Description

Predicted values based on linear model object

Usage

Figure 4: predict.Im() Documentation
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MANE 6313 Week 12, Module C

Example 12.8 - Confidence Interval

e ‘\
65 ~ {r}
Q\\ 66 new.df data. frome(170 1R, 235

") 67 names(new,df c('PowderTemp'( 'Extrusion’', 'DieTemp
< 68 predict.lm(ex12_8.model,new.df,interval="confidence", level «~ 0.98)
69 — (T -

' * (M(."\'M{
fit &a— 'u;rf‘
1121.75 115.3795 128.1205
—
Figure 5: predict.Im() Confidence Interval
e 13/14
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MANE 6313 Week 12, Module C

Example 12.8 - Prediction Interval

71~ {r}
72 new.df <- data.frame(170,18,235)
73 names(new.df) <- c('PowderTemp','Extrusion’','DieTemp’)

74 predict,Im(ex12_8.model,new.df,interval  ‘prediction”, level « 0.98)
75~
1% 1€
fit Llwr upr

1 121.75 102.6385 140.8615

Figure 6: predict.Im() Prediction Interval
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